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ABSTRACT: The nature of tip-sample interaction forces in atomic
force microscopy (AFM) phase imaging strongly affects the resolution of
proton conducting domains mapped at the surface of Nafion membranes.
Images acquired in repulsive mode overestimated the area of individual
proton conducting domains by a factor of 4 (360 vs 90 nm2) and
underestimated the number of these domains by a factor of 3 (0.9 domains
per 1000 nm2 vs 2.7 domains per 1000 nm2) compared to attractivemode.
When the cantilever was driven above resonance or when the combination
of scan parameters resulted in an AFM feedback loop that was not fully
optimized, phase contrast arose not from proton conducting domains but instead from changes in topography. In attractive mode, phase
contrast did not correlate with either topography or changes in topography, and the resulting images most accurately represent the
fluorocarbon and aqueous domains at the surface of Nafion membranes.

’ INTRODUCTION

Limitations in materials currently used as proton exchange
membranes (PEMs) necessitate the development of next-gen-
eration, higher performing membranes.1 Knowing the distribu-
tion and morphology of aqueous domains in PEMs facilitates an
understanding of properties related to fuel cell performance. The
ability to rationalize properties such as proton conductivity and
water sorption enables feedback between such properties and
molecular design of novel PEMs.2 Atomic force microscopy
(AFM) phase imaging has emerged as a cornerstone technique
to investigate the nanoscale morphology of PEMs.3-11 The
ability to acquire AFM images at varied temperatures and relative
humidities and to probe PEMs without alteration from the form
used in fuel cells makes AFM well suited for describing the
nanoscale properties of PEMs at conditions relevant to fuel cell
operation. As opposed to bulk analysis techniques such as small-
angle X-ray scattering,12 AFM probes individual domains at the
surface of a PEM. While the surface of a material does not
necessarily reflect the bulk, proton conduction in PEMs is
ultimately manifested at the surface of a membrane. Coupled
with emerging nanoscale conductivity measurements of
PEMs,8,11,13-16 phase imaging can reveal the fraction of hydro-
philic surface domains that are electrochemically active and
contribute to the performance of a fuel cell.7 phase imaging
can also be used with lithography techniques to quantify the top
to bottom connectivity of proton conducting domains.6 Taken
with internal views gained by depositing metals in the aqueous
domains of PEMs,17,18 surface techniques such as phase imaging
enable a complete description of proton conducting domains. In
this paper we show that phase imaging can be used to map the

aqueous domains at the surface of Nafion membranes, but the
spatial resolution and interpretation of such domains depends
strongly on the nature of tip-sample interactions.

Phase images are acquired in AC mode AFM in which a
cantilever with a sharp, protruding tip is sinusoidally driven at or
near its resonance frequency as it is scanned across the sample. In
AC mode, the probe's oscillation amplitude is used as feedback
such that the cantilever is raised or lowered in order to maintain
an amplitude set point. Oscillating the cantilever while scanning
not only reduces tip induced sample damage, an important
consideration when studying polymers such as PEMs, but also
enables mapping of the cantilever's phase relative to its drive
frequency. For a sinusoidal response of an oscillating cantilever
interacting with a surface, positive phase shifts (temporal leads)
or negative phase shifts (temporal lags) are often expressed in
degrees (j) and are related to the power dissipated by tip-sample
interactions (Ptip-sample):

19,20
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where k is the cantilever's spring constant, A is the amplitude of
the cantilever as the tip interacts with the surface, A0 is the
amplitude of the freely oscillating cantilever, Q is the probe's
quality factor (cantilevers with high Q experience less power
loss), ω0 is the resonance frequency of the probe, and ω is the
drive frequency.

Received: September 15, 2010
Revised: December 13, 2010



1015 dx.doi.org/10.1021/jp108821j |J. Phys. Chem. B 2011, 115, 1014–1020

The Journal of Physical Chemistry B ARTICLE

From 1, it is the sine of the phase angle that is related to power
dissipation. Thus, maximum dissipation occurs at a response 90�
out phase with the drive. It has been shown that attractive
tip-sample interactions (negative net force) are responsible
for phase shifts above 90� and repulsive interactions (positive net
force) for phase shifts below 90�.21 Through selection of AFM
scan parameters, one can control whether attractive or repulsive
forces dominate. Furthermore, because sine is symmetric about
90�, there are two values of j that give equivalent power
dissipations. Thus, it is possible for phase contrast to arise from
jumps about 90�.19 Image artifacts associated with such bistable
imaging have clear signatures and have been illustrated for
polymer systems, including PEMs.4

The relation between phase shifts and tip-sample power
dissipations allows mapping of chemical domains based on
expected differences in tip-sample interactions associated with
different chemical groups.22 In PEMs, which contain hydrophilic
and hydrophobic moieties, phase contrast has been interpreted
as arising from different tip-sample interactions associated with
these domains.3,4 Here, we describe results showing significant
differences in the size and occurrence of hydrophilic domains
mapped at the surface of the same PEM in attractive and
repulsive modes, highlighting the importance of controlling
tip-sample forces when describing proton conducting domains
with AFM. We also report imaging conditions in which phase
contrast in PEMs is not related to hydrophilic and hydrophobic
domains but to changes in topography, which if unnoticed, would
yield false assignment of surface features.

To illustrate the differences in attractive and repulsive mode
images with regard to proton exchange membranes, we have
chosen DuPont's Nafion membrane, the benchmark PEM, as a
model system for this study. In this polymer, hydrophilic and
hydrophobic domain separation is the result of a sulfonic acid
containing side chain and a fluorocarbon backbone, respectively,
with proton conduction facilitated by the former.23,24

’EXPERIMENTAL SECTION

Height and phase images were acquired with an atomic force
microscope (Asylum Research, MFP-3D) using silicon probes
(MikroMasch, NSC15, k ∼ 40 N/m, Q ∼750, ω0 ∼330 kHz,
radius of curvature <10 nm). All images were taken at ambient
conditions on DuPont's Nafion 212 membrane (Clean Fuel Cell
Energy) as received in Hþ form. No differences in domain
coverage, size, or occurrence were observed as a function of
ambient relative humidity, which was monitored daily and varied
from 30% to 70% over the course of 12 months. This result is in
agreement with Zawodzinski et al.,25 who reported that, from
∼15% to 60% relative humidity, the water content of Nafion
membranes only increases from 2 mol H2O/mol SO3

- to 4 mol
H2O/mol SO3

-. While morphological changes may accompany
this slight increase in water content, such changes were not
measurable with AFM in this work. We do expect noticeable
changes in Nafion's morphology at higher relative humidities as
Zawodzinski et al.25 report Nafion's water content increases from
6 mol H2O/mol SO3

- to 13 mol H2O/mol SO3
- from 80% to

95% relative humidity. Depending on the thermal history of
Nafion, its water content can reach ∼24 mol H2O/mol SO3

-

when equilibrated in liquid water or saturated water vapor.26

Three-dimensional renderings of images were made using
Asylum's ARgyle Light software. Quantitative analysis of domain
size and distribution was done using Asylum's MFP-3D software

in Igor Pro. Hydrophilic domains were defined by applying a
threshold to a phase image such that points below the threshold
marked the domains. Thresholds were readily chosen for attrac-
tive mode images, which have clearly defined domains. For these
images, approximately the same threshold was arrived at using
the iterative method,27 the method of maximizing the number of
domains as described by James et al.,28 and by inspection of
domain boundaries in line cuts and 2-D representations of a
phase image. For repulsive mode images, however, domain
boundaries were less distinct and only inspection of line cuts
and 2-D representations of phase images proved to be a
consistent method for determining the appropriate threshold.
For consistency, this approach was used to determine domain
boundaries in both attractive and repulsive mode images. In
order to account for the size of the probe, domains smaller than
20 nm2 were excluded from analysis. Scan parameters were used
to control whether imaging in attractive or repulsive mode.
Attractive tip-sample interactions are favored for low oscillation
amplitudes (∼10 nm), amplitude set points near the free space
amplitude (A/A0 ≈ 85-90%), cantilevers with high quality
factors, and drive frequencies above resonance.21,29 For repulsive
mode imaging, drive frequencies were offset on the low fre-
quency side of ω0 at values corresponding to amplitudes 2-5%
less than the amplitude at ω0. For attractive mode imaging, the
offset was 2%, on either the low or high frequency side of
resonance. Offsets in the drive frequency are illustrated in the
Supporting Information (Figure S1). Different combinations of
the above scan parameters facilitated attractive mode imaging.
For example, both large oscillation amplitudes (∼50 nm) with
set point ratios of ∼90% and low oscillation amplitudes (∼20 nm)
with set point ratios of∼75% yielded similar attractive mode phase
images of Nafion. Our experience, however, is that a much smaller
window of parameters exists for images taken in attractive mode
than in repulsive mode. Real time monitoring of phase values
allowed us to determine if the tip was experiencing net positive or
net negative forces, as did histograms of the phase values in a given
image. Scan speeds for both attractive and repulsive mode imaging
ranged from 0.5 to 2.5 μm/s.

’RESULTS AND DISCUSSION

For attractive and repulsive mode phase images taken on the
same area of a Nafion membrane, aqueous surface domains are
more spatially resolved in attractive mode (Figure 1). In the
attractive mode image, areas of dark contrast (those closer to
90�) correspond to greater power dissipations relative to areas of
bright contrast, and are thus assigned to hydrophilic domains, as
more damping is expected to be associated with the increased
water content that accompanies such domains. This assignment
agrees with the morphology of proton conducting domains
observed in TEM images of stainedNafion.30-33 Particle analysis
reveals the average hydrophilic domain in the attractive mode
image covers 88 nm2, corresponding to an 11 nm diameter for
circular domains, which is ∼5 nm larger than that observed in
TEM images of Nafion stained with heavy cations,30,32 but in
agreement with those of Nafion stained with solid metal
particles.33,34 Being that TEM imaging is performed under
vacuum and that AFM imaging in this work was done at ambient
conditions, it is expected that membranes stained with solid
metal particles would better reflect the pore structure of Nafion
hydrated at ambient conditions than a membrane stained with
metal cations.



1016 dx.doi.org/10.1021/jp108821j |J. Phys. Chem. B 2011, 115, 1014–1020

The Journal of Physical Chemistry B ARTICLE

Despite noticeable differences in resolution, areas of dark
contrast in the repulsive mode phase image in Figure 1 correlate
with areas of dark contrast in the attractive mode image,
suggesting hydrophilic domains also contribute to phase contrast
under net repulsive tip-sample interactions. However, where
hydrophilic domains correspond to larger power dissipations in
attractive mode, they correspond to lower dissipations in repul-
sive mode (phase farther from 90�), indicating different sources
of dissipation exist in the two modes. Overlaying the attractive
and repulsive mode phase images onto a 3-D representation of
the repulsive mode topography (Figure 2) reveals that phase
contrast in attractive mode is independent of topography while
phase contrast in repulsive mode is influenced by topography. In
the repulsive mode phase image, areas with the largest power
dissipation (bright contrast) often correlate with low-lying
features in the topography. Such topographic valleys allow a
larger portion of the tip's cone-like geometry to interact with the
surface, resulting in larger power dissipations relative to other
areas. Thus, topography represents an additional source of
dissipation in repulsive mode. The attractive mode overlay in
Figure 2 reveals that hydrophilic domains are associated with

both tall and low-lying height features, suggesting fluorocarbon
and sulfonic acid functional groups in Nafion do not preferen-
tially arrange according to topographic features as previously
suggested.3 Quantitatively, 50.1% of hydrophilic domains in the
attractive mode phase image in Figure 1 are associated with
topographic features at heights greater than the average height
(by convention, 0 nm), which describes an even distribution of
hydrophilic domains among tall and low lying features. However,
for the repulsive mode image over the same area, 62.1% of
hydrophilic domains are found at topographic features above the
average height, which is due to the coupling of phase contrast and
topography in this mode. We observe similar distributions of
hydrophilic domains with regard to topography in other sets of
attractive and repulsive mode images but should point out that
the degree of topographic coupling varies with scan parameters.

Furthermore, hydrophilic domains in the attractive mode
phase image in Figure 1 cover 25% of the surface (in 2-D), a
value that agrees with our analysis of published TEM images,
where we found domain coverages of 21%34 and 28%.33 For the
repulsive mode image, areas one would assign as hydrophilic (i.e.,
dark contrast) cover 35% of the image's area, which is 1.4 times
greater than in attractive mode. Not only does the repulsive
mode image indicate a greater coverage by hydrophilic domains
but also the individual domains are substantially larger. Particle
analysis reveals the average hydrophilic domain in repulsive
mode covers 350 nm2, approximately four times the area of
those measured in attractive mode (88 nm2) and twice the
diameter for circular domains (21 nm vs 11 nm). Incongruities in
the two imaging regimes are also quantified by the number of
domains in each image, 2.7 � 10-3 domains/nm2 in attractive
mode and 0.9 � 10-3 domains/nm2 in repulsive mode. The
higher resolution of phase contrast in attractive mode is attrib-
uted to the lower tip-sample interaction forces experienced in
this regime, a result also observed in biological samples.35 Masks
used to calculate domain coverage, size, and occurrence are
shown in Figure S2.

It should be noted that despite differences in resolution of
phase contrast, the attractive and repulsive mode height images
have similarly resolved features (Figure 1). Long range attractive
forces often dominate tip-sample interactions in attractive
mode, and for stiff surfaces (i.e., Si, mica, etc.), the probe does
not make contact with the surface, instead oscillating a few
nanometers above it.21 However, for compliant substrates such
as polyethylene, it has been shown that the tip can experience a
net attractive force and make intermittent contact with the
surface.21 The small depressions seen in the attractive mode
height image (Figure 1) are likely indicators of such jumps to
contact. The attractive and repulsive mode images in Figure 1
were taken at a drive frequency with a -2% offset and with a
drive amplitude of ∼25 nm. Amplitude set point ratios of 80%
and 60% were used for the attractive and repulsive mode images,
respectively.

We have also found that contrast in repulsive mode phase
images of Nafion membranes can arise from changes in topo-
graphy (Figure 3), a result reported in phase imaging of biological
samples.36 Coupling of phase contrast with changes in topogra-
phy becomes apparent when comparing images acquired over
the same area of Nafion but taken in opposite scan directions.
When scanning a sample at a 0 degree scan angle, the probe
moves in the fast scan direction from left to right according to the
scan size and then right to left over approximately the same area
before significantmotionoccurs in the slow scan axis (top to bottom).

Figure 1. Height (z) and corresponding phase images (j) taken in
attractive and repulsive modes on the same area of a Nafion membrane at
ambient conditions (63% relative humidity). Image size: 300 � 75 nm.

Figure 2. (A) Attractive and (B) repulsive mode phase contrast from
Figure 1 colored onto 3-D representations of the repulsive mode
topography.
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A left to right scan direction is referred to as the “trace”while a right
to left scan direction as the “retrace.”

Inspection of the phase trace and retrace images in Figure 3
reveals contrast is inverted in the two images. Furthermore, it
appears that bright phase contrast in the trace image and dark
phase contrast in the retrace image are related to tall height
features. However, when comparing line profiles of the height
image with those of the two phase images (Figure 4), we found
that changes in topography are associated with peaks and valleys in

the phase images. The derivative of the height image (Figure 3) and
a corresponding line profile from this image (Figure 4) reveal a
pronounced correlation between changes in topography and phase
contrast for the images in Figure 3. Specifically, dark phase contrast
in the trace phase image is associated with positive changes in
topography. That is, negative phase shifts occur as the probe ascends
a height feature. If the probe climbs a height feature in the trace scan,
it will descend that same feature in the retrace. Thus, for cases when
phase contrast is coupled to changes in topography, contrast will be
inverted for the two scan directions as seen in Figure 3. The
magnitude of coupling between changes in topography and phase
contrast is dramatically illustrated when contrast from the phase
trace is colored onto a 3-D rendering of the height trace (Figure 5).
Viewing this representation from the left (Figure 5A) shows the
association of negative phase shifts with ascents of height features
and viewing from the right shows the association of positive phase
shifts with descents of height features (Figure 5B). A similar
phenomenon was observed when the phase retrace was overlaid
on the corresponding topography (Figure S3). The height and
phase images in Figure 3 were acquired at a drive frequency with a
-5% offset, with a drive amplitude of ∼50 nm, and with an
amplitude set point ratio of 75%.

While phase shifts can arise from changes in topography, this is
not the case for all phase images. The contrast in both the
attractive and repulsive mode phase images in Figure 1 show no
dependence on changes in topography or scan direction as
illustrated in the derivatives of their height images (Figure S4)
and side views of their phase overlaid on topography (Figures S5
and S6). Empirically, we have found that phase contrast is more
likely to depend on changes in topography than differences in
tip-sample interactions at aqueous and fluorocarbon domains
when scan parameters (scan speed, gains, drive amplitude, drive
frequency, and amplitude set point) are not optimized, as
manifested in slight offsets between the trace and retrace line
profiles in the x direction (fast scan direction). For Nafion, the
length scale over which topography changes happens to be
similar to the size of aqueous surface domains, making the origin
of phase contrast not readily apparent without examining the
relation between phase shifts and changes in topography. For
example, in the retrace phase image in Figure 3 in which the
phase contrast was related entirely to changes in topography, the
average size of areas one would assign as hydrophilic domains
(dark phase contrast) is 270 nm2, which is similar to the domain

Figure 3. From top to bottom: height trace, phase trace, phase retrace,
and derivative of the height trace with respect to x taken on a Nafion
membrane at ambient conditions (34% relative humidity). Images taken
in repulsive mode. Dashed lines indicate areas corresponding to the line
profiles shown in Figure 4.

Figure 4. Line profiles from regions marked with dashed lines in
Figure 3, (A) height trace, (B) phase trace, (C) phase retrace, and (D)
derivative of the height trace. Arrows indicate scan direction, trace from left
to right and retrace from right to left. As a guide,markers indicate valleys and
peaks in the phase trace and retrace and the corresponding points in the
height trace and in the derivative of the height trace.

Figure 5. (A) phase trace image from Figure 3 colored onto a 3-D
representation of the simultaneously acquired topography. Side views of
(A) are shown in (B) and (C). Looking from the left corresponds to the
probe climbing height features. Image size: 500 � 125 nm.
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size observed in the repulsive mode phase image in Figure 1, where
phase contrast was related to aqueous surface domains. Despite the
resolution of features in the height and phase images in Figure 3,
without decomposing intomoments of topography,36 phase contrast
in the trace and retrace images cannot be assigned to hydrophilic and
hydrophobic domains. Thus, in addition to tip-sample interaction
regime, phase coupling to changes in topography must also be
considered when interpreting phase images of PEMs.

We have also observed instances in which phase contrast in
attractive mode is dominated by changes in topography. Figure 6
shows height and phase images corresponding to the same area of
a Nafion membrane imaged in repulsive mode (Figure 6, panels
A and D) and attractive mode (Figure 6, panels B, C, E, and F).
Histograms showing the distributions of phase values in these
three images are shown in Figure 7, where distributions below
90� correspond to net repulsive interactions, whereas those
above 90� indicate net attractive interactions. In both Figures 6,
panels E and F, the phase distributions are above 90�; however,
dramatic differences in morphology exist between these two
attractive mode images. Figure 6E shows morphology, domain
size, and domain distribution similar to the attractivemode image
in Figure 1, yet Figure 6F shows phase contrast related only to the
derivative of its height image (Figure S7). Instead of positive
slopes in topography corresponding to negative phase shifts as in
the repulsive mode images in Figure 3, the opposite is true for

Figure 6F; side views of phase contrast overlaid on topography
illustrate how climbing a height feature is associated with positive
phase shifts (Figure S8). As seen in the histograms in Figure 7,
phase shifts in Figure 6F are closer to 180� than those in
Figure 6E, which from the relationship between tip-sample
power dissipation and the sine of the phase angle, indicates less
power is dissipated in the former. Thus, we refer to the attractive
mode phase image in Figure 6F as one with low power dissipa-
tion. We have found that driving the cantilever at frequencies
above resonance typically results in low power dissipations. The
repulsive mode images in Figure 6 were acquired at a drive
frequency with a-5% offset, with a drive amplitude of∼50 nm,
and with an amplitude set point ratio of 80%. Both sets of attrac-
tivemode images in Figure 6 were taken with a drive amplitude of
∼20 nm and amplitude set points of 75%; however, the low
power images were taken with a þ2% offset in the drive
frequency, whereas the attractive mode height and phase images
in Figure 6, panels B and E, used a -2% offset.

Within attractive mode, we have found a larger range of scan
parameters facilitate low power dissipation images than the
attractive mode images in Figures 1 and 6E. Thus, when interp-
reting phase images of PEMs taken in attractive mode, care must
be taken to not mistake phase contrast related to changes in
topography for contrast related to hydrophilic surface domains.
The attractive and repulsive mode phase images in Figure 6,
panels E and D, show average domain sizes and domain densities
similar to those in Figure 1. The two data sets were taken several
months apart and on different samples of Nafion 212 with
different AFM probes. Attractive and repulsive mode images in
Figure 6 have average hydrophilic domain sizes of 92 and 370 nm2

and domain densities of 2.6� 10-3 and 0.9� 10-3 domains/nm2,
respectively. Masks used to calculate domain coverage, size, and
occurrence are shown in Figure S9. The dramatic differences in
phase contrast in Figure 6, panels D-F, taken over the same area of
aNafionmembranewith the sameprobe testify to the importance of
controlling tip-sample interactions. The subtle differences in the
height images taken in repulsive, attractive, and low power modes
also ascribe to the different nature of these modes. In particular, a
larger portion of the tip contacts the surface in repulsive mode,

Figure 6. Height and corresponding phase images taken in (A) and (D) repulsive, (B) and (E) attractive, and (C) and (F) low power dissipationmodes
of the same area of a Nafion membrane at ambient conditions (relative humidity 32%). All images were taken in the trace scan direction. Image size:
180 � 180 nm.

Figure 7. Distributions of phase values in the repulsive, attractive, and
low power dissipation modes corresponding to Figure 6, panels D-F,
respectively.
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resulting in a height image (Figure 6A) that is less resolved than that
in attractive (Figure 6B) and low power modes (Figure 6C).
Furthermore, as in Figure 1, jumps to contact are visible in the
attractive mode height image, yet do not exist in the low power
mode height image, implying that the tip does not contact the
sample in the latter.

’CONCLUSIONS

In this report, we have shown that interpretation of proton
conducting domains mapped with AFM phase imaging strongly
depends on whether net attractive or repulsive forces dominate
tip-sample interactions. Specifically, the resolution of hydro-
philic surface domains was maximized under net attractive forces.
In fact, repulsive mode images taken of the same area of a Nafion
membrane overestimate the size of hydrophilic surface domains
by a factor of 4 (∼90 nm2 vs ∼360 nm2) and underestimate the
number of domains by a factor of 3 (2.7 domains per 1000 nm2 vs
0.9 domains per 1000 nm2). This has significant implications in
describing the size, occurrence, and surface connectivity of
proton conducting domains. Resolution in repulsive mode phase
images was reduced as a result of coupling to topographic
features. Also shown in this study were images taken in both
repulsive and attractive modes whose phase contrast was related
entirely to changes in topography. Without decoupling such
effects,36 phase contrast in these images is not meaningful in
describing hydrophilic surface domains. While Nafion served as a
model system in this study, differences in phase contrast for
attractive and repulsive modes likely extend beyond Nafion
to PEMs with similar chemical compositions37 or morpholo-
gies.38,39 The variation in phase contrast observed in this study
for the same membrane illustrates the importance of controlling
tip-sample interaction forces when using phase imaging to
compare the nanoscale morphology of domains among mem-
branes with different chemical structures and compositions.
Finally, the size and occurrence of aqueous domains at the
surface of Nafion membranes reported in this work represent
values to which the properties of novel PEMs can be compared.
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